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First-principles DFT + GW study of oxygen-doped CdTe
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The role of oxygen doping in CdTe is addressed by first-principles calculations. Formation energies, charge
transition levels, and quasiparticle defect states are calculated within the DFT + GW formalism. The formation
of a new defect is identified, the (OTe-TeCd) complex. This complex is energetically favored over both isovalent
(OTe) and interstitial oxygen (Oi), in the Te-rich limit. We find that the incorporation of oxygen passivates the
harmful deep energy levels associated with (TeCd), suggesting an improvement in the efficiency of CdTe based
solar cells. Substitutional (OCd) is only stable in the neutral charge state and undergoes a Jahn–Teller distortion.
We also investigate the diffusion profiles of interstitial oxygen and find a low-energy diffusion barrier of only
0.14 eV between two structurally distinct interstitial sites.
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I. INTRODUCTION

CdTe is one of the few II-VI semiconductors that can be
doped both n and p type [1–4]. Due to their high atomic
number, large band gap, and good mobility-lifetime product,
CdTe and its alloys have become of great importance in a
wide range of applications including photovoltaics, room-
temperature x-ray and gamma-ray detection applications, med-
ical imaging, industrial process monitoring, nondestructive
testing, and nuclear safeguards [5–7]. Applications in x-ray
and gamma-ray radiation detectors require a material with
high resistivity (>109 � cm) and a low concentration of
carrier traps. It is well known that high resistivity in CdTe is
achieved through the pinning of the Fermi-level near midgap
by compensation through a balance between shallow- and
deep-level defects [8,9]. Among photovoltaics, CdTe is one of
the most promising materials due its near-optimum band gap of
∼1.5 eV, high absorption coefficient, and low manufacturing
cost [10–14].

The dominant intrinsic defect in CdTe is believed to be the
Cd vacancy (VCd), which behaves as a dominant acceptor [15].
This defect is responsible for the p-type conductivity undoped
CdTe [16,17]. To compensate the excess holes, shallow donors
such as In, Al, or Cl, and IV-group deep donors such as Ge and
Sn have been suggested [18–20]. However, a precise balance
between shallow acceptors and shallow donors is not possible
in practice. It is widely believed that the high resistivity of
undoped CdTe is due to a deep donor level induced by a
native defect. This donor is usually assumed to be a Te antisite
(TeCd) [21–24]. However, several theoretical results show that
(TeCd) induces a gap level that is too shallow to pin the Fermi
level close to the midgap [16,22,25]. Recent theoretical and
experimental results suggest that some deep levels may also
be induced by dislocations [26,27].

Most of CdTe crystals are grown by conventional Bridgman
and high-pressure Bridgman techniques, resulting in a Te-rich
material with a high concentration of Cd vacancies and Te
antisites. Moreover, mass spectroscopy measurements show
that residual oxygen has a concentration typically orders
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of magnitudes higher than other residual impurities and
comparable to intrinsic defects [28]. The presence of oxygen
changes the physical properties of CdTe thin films, especially
its electrical resistivity [29]. Oxygen can increase the open
circuit voltage from 780 to 812 mV in CdS/CdTe thin-film
solar cells [30–32]. However, at high concentration, oxygen
can increase the resistivity of the device, probably due to
the generation of nonradiative defects [33]. Valdna [34] has
shown that the incorporation of a small quantity of oxygen
decreases the resistivity of CdTe:Cl films, whereas at higher
concentration oxygen is assumed to form isoelectronic com-
plexes with cadmium vacancies, leading to a sharp increase
in the resistivity. Furthermore, Hsu and coworkers [35] have
pointed out that oxygen impurities do not behave as shallow
acceptors but as isoelectronic traps forming complexes based
on cadmium vacancies.

In this paper we investigate the role of oxygen doping in
CdTe. Interstitial (Oi), isovalent (OTe), substitutional (OCd),
and the complexes (VCd-OTe) and (OTe-TeCd) are studied within
the DFT + GW formalism [36–38], which combines DFT
total energy and many-body GW quasiparticle calculations.
Our results suggest a beneficial effect of oxygen in the
passivation of nonradiative recombination centers associated
with (TeCd), thereby improving the efficiency of CdTe based
solar cells.

II. METHODS

A. Computational methods

First-principles total-energy and band-structure calcula-
tions were performed by using density functional theory and
the generalized gradient approximation functional of Perdew,
Burke, and Ernzerhof (PBE) [39] as implemented in the
QUANTUM-ESPRESSO package [40]. Electron-ion interactions
were described by GBRV ultrasoft pseudopotentials [41].
To avoid finite-size effects as much as possible, the defect
calculations were performed within a large 512-atom cubic
supercell. The valence wave functions were expanded in a
plane-wave basis with a cutoff energy of 390 eV. Increasing
the cutoff energy up to 490 eV changes the formation energies
of neutral defects by only 0.03 eV. Therefore, considering
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the computational demand of the supercell calculations, the
lowest cutoff was selected. All the atoms were fully relaxed
until the forces on every atom where less than 0.025 eV/Å.
The Brillouin zone integration was sampled with the � point
only.

Many-body G0W0 calculations with defect supercells were
performed using the WEST code [42,43], which avoids an
explicit sum over empty orbitals by using a technique called
projective eigendecomposition of the dielectric screening
(PDEP) [42] and evaluates the correlation self-energy by a
Lanczos-chain algorithm [44]. We used 200 projective di-
electric eigenpotential basis vectors to represent the dielectric
matrix and 30 Lanczos steps for evaluating the irreducible
polarizability, which is sufficient to obtain a well-converged
band gap within 0.1 eV. For the absolute position of the
valence band maximum (VBM) we used �EVBM = −0.74 eV
as obtained in Ref. [45] employing the GW�1 approxima-
tion. Optimized norm-conserving Vanderbilt pseudopotentials
(ONCV) [46] with 20 and 16 valence electrons for Cd and Te
atoms, respectively, and a plane-wave energy cutoff of 70 Ry
were employed. A considerable improvement was obtained by
using ONCV pseudopotentials, because the plane-wave-cutoff
requirements with semicore states are modest compared to the
conventional Kleinman–Bylander [47] representation. When
the reference state is an open-shell system, we used wave
functions and energies from spin-polarized DFT calculations
as mean-field starting points for G0W0. The quasiparticle gap
of bulk CdTe is calculated to be 1.56 eV, in good agreement
with the experimental value of 1.6 eV.

B. Defect-formation energies

The formation energy of a defect in charge state q can be
expressed as [48]

Ef
q [R] = Eq[R] − Eref + qEF , (1)

Eref ≡ Ebulk +
∑

i

niμi, (2)

where Eq[R] is the total energy of the system in charge state
q and atomic positions R, and Eref is the energy of a reference
system with the same number of atoms as the defect system.
The thermodynamic formation energy is obtained when ionic
positions correspond to the minimum-energy configuration for
the charge state q, i.e., R = Rq . The integer ni indicates the
number of atoms of type i that have been added (ni > 0)
or removed (ni < 0) from the supercell, and μi are the
corresponding chemical potentials of these species. EF is the
electron chemical potential or the Fermi energy. The position
of the bulk VBM with respect to the defect supercell was
obtained through the alignment of the averaged electrostatic
potential in a bulk-like region of the defect supercell [49].

C. Chemical potentials

The chemical potential μi for the ith atomic species can be
written as

μi = μref
i + �μi, (3)

where μref
i is the chemical potential of species i in its reference

phase, and �μi is a relative chemical potential referenced to
μref

i . If the system is under thermodynamic equilibrium and
there is no Te or Cd precipitation, then

�μCd + �μTe = Ef [CdTe], (4)

where Ef [CdTe] is the formation energy of CdTe, which
is calculated to be −0.91 eV, in good agreement with the
experimental value of −0.96 eV [50]. The stability condition
for CdTe requires Ef [CdTe] < �μTe < 0, and Ef [CdTe] <

�μCd < 0.
In order to put reasonable limits on the chemical potentials

of oxygen impurities, we followed the work of Diehl and
Noläng [51] to set thermodynamic restrictions that prevent
the formation of bulk phases with the host atoms into oxides.
According to their work, it is the cadmium activity in the
system which determines the nature of the oxide formed. At
higher values of μCd, CdTe reacts with oxygen in the gas phase
to form CdO, and at lower values of μCd, the reaction yields
CdTeO3. Therefore, the relative chemical potential �μO is
restricted by

�μCd + �μTe + 3�μO � Ef [CdTeO3], (5)

and

�μCd + �μO � Ef [CdO]. (6)

Here, Ef [CdTeO3] is the formation energy of CdTeO3 [52],
which we found to be −6.54 eV. In the case of CdO, we found
Ef [CdO] = −2.56 eV, which is in good agreement with the
experimental value of −2.68 eV [50].

Inserting Eq. (4) into Eq. (5), we have

Ef [CdTe] + 3�μO � Ef [CdTeO3]. (7)

Therefore, the following relation is always satisfied:

�μO � 1
3 (Ef [CdTeO3] − Ef [CdTe]) = −1.88 eV. (8)

From Eq. (6) we have

�μO � Ef [CdO] − �μCd. (9)

In the Cd-rich condition �μCd = 0, then

�μCd-rich
O � Ef [CdO] = −2.56 eV. (10)

Relation (10) is stricter than relation (8), so

�μCd-rich
O � −2.56 eV. (11)

In the Te-rich condition �μCd = Ef [CdTe], then Eq. (9)
becomes

�μTe-rich
O � Ef [CdO] − Ef [CdTe] = −1.65 eV. (12)

In this case, relation (8) is stricter. Hence,

�μTe-rich
O � −1.88 eV. (13)

D. DFT + GW formalism

The formation energy of a defect in charge state q − 1 is
given by

E
f

q−1[Rq−1] = Eq−1[Rq−1] − Eref + (q − 1)EF . (14)
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By adding and subtracting first Eq−1[Rq] and then Eq[Rq], we
have

E
f

q−1[Rq−1] = {Eq−1[Rq] − Eq[Rq]}
+{Eq−1[Rq−1] − Eq−1[Rq]}
+Ef

q [Rq] − EF

≡ EQP + Erelax + Ef
q [Rq] − EF . (15)

The first term, Eq−1[Rq] − Eq[Rq], is a quasiparticle
energy (EQP) which is not accurately described within density
functional theory. However, it may be evaluated by using the
many-body perturbation theory based on the GW approxi-
mation [53,54]. The second term, Eq−1[Rq−1] − Eq−1[Rq],
corresponds to a relaxation energy (Erelax) and can be evaluated
at DFT level, since we avoid the computation of energy differ-
ences between systems with different numbers of electrons.

Similarly,

E
f

q+1[Rq+1] = {Eq+1[Rq] − Eq[Rq]}
+{Eq+1[Rq+1] − Eq+1[Rq]}
+Ef

q [Rq] + EF

≡ EQP + Erelax + Ef
q [Rq] + EF . (16)

By using the Kohn–Sham (KS) energy εKS
n,k and wave

function ψKS
n,k , the quasiparticle energy is calculated by adding

to εKS
n,k the first-order perturbative correction

E
QP
n,k = εKS

n,k + 〈
ψKS

n,k

∣∣�
(
E

QP
n,k

) − Vxc

∣∣ψKS
n,k

〉
, (17)

which comes from replacing the KS exchange-correlation
potential Vxc with the self-energy operator �. Because the
exchange-correlation potential is less sensitive to the supercell
size [55], quasiparticle corrections to the KS eigenvalues were
obtained by using 64-atom supercells at the � point only.
These corrections were then applied to the KS eigenvalues of
512-atom supercells to obtain the quasiparticle energies with
respect to the averaged electrostatic potential of bulk CdTe.
For the cases of (TeCd) and (OTe-TeCd), the finite-size error in
the individual eigenvalues in the band gap was corrected by
taking into account the position of the KS defect levels with
respect to the VBM by using 64, 216, and 512 supercell sizes
and extrapolating them to the dilute limit [48]. The relaxation
energies where calculated by using 512-atom supercells.

E. Reference energy for DFT + GW scheme

As it is clearly shown in Eqs. (15) and (16), the DFT + GW

formalism relies on the quality of at least one formation energy
calculated within DFT. For the cases of (OTe)0, (Oi)0, and
(OCd)0 the effects of the self-interaction and band-gap error
on the formation energies should be small at DFT level, since
they are ground-state configurations with all the valence bands
full and all the conduction bands empty. We note that the self-
interaction error, which artificially raises the VBM, will mostly
cancel in the first difference of Eq. (1). Therefore, starting from
q = 0, we obtain the formation energies for (OTe) and (Oi)
in different charge states by successive steps. Similarly, for
(OTe-TeCd) and (OTe-VCd) we applied the DFT + GW scheme
starting from the charge state +2 and −2, respectively.

TABLE I. Defect formation energies used as reference for the
DFT + GW scheme. The Fermi energy is set to the valence-band
maximum (all values are given in eV).

Reference system Ef (Te rich) Ef (Cd rich)

(OTe)0 1.33 1.12

(OTe-TeCd)+2 0.66 2.27

(OCd)0 2.79 4.40

(Oi)0 1.57 2.27

(OTe-VCd)−2 4.28 4.98

The formation energies obtained within DFT are shown in
Table I.

III. RESULTS AND DISCUSSION

A. Isovalent oxygen (OTe)

Isovalent impurity systems are those in which the substitu-
tional atoms have the same number of valence electrons as the
host atoms they replace [56]. In most cases, isovalent doping
does not produce a defect level inside the band gap, since the
potential difference between the isovalent and the host atom is
too small to confine a localized defect level. However, when
chemical properties and size differences between the isovalent
impurity and the substituted host atom are large, isovalent trap
states may form [28,57–59].

The ground-state configuration of (OTe) has Td symmetry.
Oxygen is incorporated with full complement of the four-
nearest-neighbor Cd atoms. The O–Cd bond length is found
to be 2.13 Å. The formation energies of an isolated (OTe) are
shown in Fig. 1. In line with previous studies [25,60], we
find that (OTe) is an electrically neutral defect with formation
energies of 1.33 eV in the Te-rich limit, and 1.12 eV in the
Cd-rich limit.

Figure 2 shows the electronic band structure of (OTe) in
the neutral charge state calculated by using a 512-atom cubic
supercell. A scissors operator, consisting of a rigid shift to
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FIG. 1. Calculated formation energies of (OTe) in various charge
states as a function of the Fermi level inside the band gap. The stable
charge states are shown by solid lines.
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(a) (b)

FIG. 2. (a) Calculated band structure of an isolated (OTe)0 impurity and charge density isosurfaces (ρ = 0.0003e/Bohr3) of the conduction-
band edge (bottom right) and the impurity-induced state above the conduction-band edge (top right). (b) Electronic band structure of perfect
CdTe. Electronic band structures were calculated by using 512-atom supercells.

the conduction bands so as to recover the G0W0 quasiparticle
band gap, was applied to the KS band structure. The highly
electronegative O atom introduces a resonant state above
the conduction band edge. The charge density isosurface
corresponding to this state shows the A1 symmetry of the Td

point group, and that the wave function is strongly localized
around the O atom and its first nearest neighbors [Fig. 2(a) (top
right)]. The isosurface of the wave function corresponding to
the conduction-band minimum (CBM) suggests that there is
an interaction between this resonant state and the extended
states of the conduction band [Fig. 2(a) (bottom right)].
Further insights about this interaction can be gained from the
k-resolved projected density of states shown in Fig. 3. It reveals
a strong hybridization between O 2s orbitals and the extended
states of the conduction-band edge.

This phenomena can be described within the many-impurity
Anderson model [61–63], resulting in the band anticrossing
effect (BAC) [64,65] that describes the interaction of the
extended band states of the host material with localized states
introduced by the minority component of the alloy. A similar
behavior has been recently reported for ZnSe:O [66].

B. (OTe-TeCd) complex

Tellurium antisite (TeCd) has been proposed as a possible
candidate to form a deep donor level, which is believed to
be responsible for the pinning of the Fermi energy near the

middle of the band gap in semi-insulating CdTe [16,67–69].
The ground-state structure of (TeCd) in the neutral charge state
undergoes a Jahn–Teller distortion [69,70]. In Td symmetry,
electrons are localized at the high-symmetry anion site, leaving
the localized electron manifold in a degenerate state. In this
case, the Te antisite atom (i.e., the Te atom that substitutes a
Cd atom) becomes a Jahn–Teller ion. A local site deformation
to lower symmetry removes the orbital degeneracy at the
cation. The Te antisite forms a plane with its three-nearest-
neighboring Te atoms reducing the symmetry from Td to C3v .
Figure 4(a) shows the electronic band structure of an isolated
(TeCd) and the charge density isosurface of the deep energy
level which appears 0.3 eV above the valence band maximum
of CdTe. This nondegenerate isolated energy level may act as
an effective nonradiative recombination center, degrading the
performance of CdTe-based solar cells.

Recent theoretical and experimental studies indicate that
oxygen exhibits a beneficial effect in CdTe. Korevaar et al.
[71] found that CdTe films grown in 1 torr of oxygen show
higher carrier lifetime and lower carrier density, achieving a
better performance than devices without oxygen. Moreover,
Feng et al. [72] found that oxygen prefers to segregate into
Te-rich grain boundaries and substitute Te atoms with dangling
bonds. Therefore, we investigate the possible role of oxygen
in the passivation of deep energy levels associated with (TeCd).

The substitution of the Te atom far from the plane by an
O atom reduces the anion-anion repulsion and antibonding

FIG. 3. (a) k-resolved total density of states of (OTe), and k-resolved projected density of states of (b) O 2s and (c) O 2p atomic orbitals
(in states/eV), calculated by using a 64-atom supercell.
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FIG. 4. Theoretical band structure and charge density isosurfaces (ρ = 0.0005e/Bohr3) corresponding to the energy level in the band gap
of (a) (TeCd) and (b) (OTe-TeCd) in the neutral charge state calculated by using 216-atom supercells. A scissors operator, consisting of a shift
of the defect level and a rigid shift of the conduction bands so as to recover the G0W0 quasiparticle band gap, was applied to the KS band
structure. The arrows indicate the occupation of the energy level in the band gap. Dark spheres are Te atoms and light spheres are Cd atoms. In
panel (b), the red sphere represents the oxygen impurity.

interaction between the former and the Te antisite atom,
shifting the harmful deep energy level closer to the VBM. The
oxygen impurity makes bonds with its three nearest neighbors
without introducing dangling bonds. The Te antisite atom
moves slightly along the C3v threefold rotation axis up to a
distance of 4.1 Å from the O atom, making an angle of 120◦
with its nearest-neighboring Te atoms. The theoretical band
structure of (OTe-TeCd) and the charge density isosurface of the
localized energy level in the band gap are shown in Fig. 4(b).
Because the anion-anion repulsion and antibonding interaction
have been reduced, the energy level is now only separated
0.06 eV from the VBM. This small energy difference may
be overcome by thermal energy, and thus trap-assisted carrier
recombination is unlikely to occur.

Figure 5 shows the calculated formation energies for the
(OTe-TeCd) complex. In the Te-rich limit, its formation energy
is found to be 0.85 eV in the neutral charge state, while the
formation energy of an isoelectronic impurity (OTe) is 1.33 eV.
In the Cd-rich limit, the formation energy of (OTe-TeCd) is
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FIG. 5. Calculated formation energies of (OTe-TeCd) in various
charge states as a function of the Fermi level inside the band gap. The
stable charge states are shown by the solid lines.

2.46 eV, higher than (OTe). A (2+/0) transition level is found
at the VBM + 0.09 eV.

The contributions of each atomic orbital to the isolated
energy level in the band gap of (TeCd)0 and (OTe-TeCd)0 were
assessed by k-resolved projected density of states calculations.
According to our results, in (TeCd)0 the isolated state in the
band gap contains a significant contribution from p orbitals
of the Te antisite atom and from p orbitals of the other Te
atom on the C3v rotation axis. In the case of (OTe-TeCd) a
significant lattice relaxation occurs due to the smaller size of
the O atom, which results in a reduction of the anion-anion
repulsion and antibonding interaction. The main contribution
to the defect level in the band gap comes from p orbitals
of the Te antisite atom and p orbitals from its three-nearest-
neighboring Te atoms.

C. Substitutional (OCd)

The ground-state configuration of (OCd) has a C3v local
symmetry exhibiting a Jahn–Teller distortion similar to (TeCd).
In Td symmetry, there is a triple-degenerated energy level
inside the band gap. A Td -to-C3v distortion removes the orbital
degeneracy, leaving a fully occupied Aa

1 level below the VBM
and one empty Ea level resonant with the conduction bands. In
the distorted configuration, the O atom forms a plane with its
three-nearest-neighbor Te atoms with a bond length of 2.3 Å.
The fourth Te atom is located along the C3v threefold rotation
axis at a distance of 3.58 Å from the O atom.

Figure 6 shows the formation energies of an isolated (OCd)
in various charge states as a function of the Fermi level, in the
Te- and Cd-rich-limit conditions. The only stable charge state
of (OCd) is found to be neutral. Its formation energy is 2.79 eV
in the Te-rich-limit condition, and 4.40 eV in the Cd-rich-limit
condition. These high formation energies suggest that (OCd) is
unlikely to form.

D. Interstitial oxygen (Oi)

We investigate several atomic configurations for (Oi). The
most stable structure is shown in Fig. 7(a). It is similar to
the well-known off-bonding (Si–O–Si) interstitial in silicon
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FIG. 6. Calculated formation energies of (OCd) in various charge
states as a function of the Fermi level inside the band gap. The stable
charge states are shown by the solid lines.

[73,74]. In the neutral charge state, Te-O and Cd-O bond
lengths are 1.98 Å and 2.14 Å, respectively. We have also
found another metastable configuration only 0.04 eV higher in
energy, which forms a split interstitial (Te-O)split as is shown
in Fig. 7(b). The Te-Oi bond length is 2.03 Å, and the bond
lengths of the O atom with its neighboring Cd atoms in the
split interstitial configuration are found to be 2.20 Å and
2.42 Å.

Having identified the lowest-energy interstitial sites, we
now calculate the diffusion barriers between them. Figure 8
shows a comparison between the minimum-energy paths
for (Oi) obtained from nudged elastic band (NEB) [75]
calculations. We see immediately the existence a low energy
barrier between split and off-bonding interstitial sites. The
energy barrier between them is only 0.14 eV, much lower
than all the other possible pathways. The energy barrier for
the off-bonding–off-bonding and split–split interstitial sites is
found to be 0.52 eV and 0.50 eV, respectively. It is worthwhile
to mention that, in a recent calculation [76], the diffusion
barrier between two O interstitials occupying a symmetric Td

site (tetrahedrally coordinated by Cd atoms) was found to be
1.51 eV. Our results indicate that this path is clearly unfavored.

The calculated formation energies of an isolated (Oi)
impurity in various charge states are plotted as a function

FIG. 7. Lowest-energy structures of (Oi) in the neutral charge
state: (a) off-bonding configuration, (b) split configuration. Dark
spheres are Te atoms and light spheres are Cd atoms. The red sphere
represents the oxygen impurity.

FIG. 8. Minimum-energy diffusion paths for oxygen between the
most stable interstitial sites.

of the Fermi level in Fig. 9. The interstitial oxygen is found
to be stable only in the neutral charge state. Therefore,
(Oi) is an electrically neutral defect and does not introduce
any electronic level in the band gap of CdTe. Its formation
energy is calculated to be 1.57 eV in the Te-rich limit and
2.27 eV in the Cd-rich limit, in agreement with recent DFT
calculations [77].

E. (OTe-VCd) complex

Next, we investigate the (OTe-VCd) complex center. We find
that this complex displays a C3v local symmetry, in agreement
with previous DFT calculations [25,78–80]. Oxygen replaces
an isovalent Te anion in the vicinity of a Cd vacancy. The
oxygen atom is bonded to its three Cd nearest neighbors with a
bond length of 2.17 Å. Figure 10 shows the formation energies
for the (OTe-VCd) defect center in various charge states. It has
a shallow acceptor level ε(−/2−) at the VBM + 0.05 eV, in
good agreement with experimental observations [81].
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FIG. 9. Calculated formation energies of (Oi) in various charge
states as a function of the Fermi level inside the band gap. The stable
charge state is shown by the solid line.
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charge states as a function of the Fermi level inside the band gap. The
stable charge states are shown by solid lines.

This complex was initially pointed out as responsible for the
local vibrational modes (LVMs) observed by Chen et al. [78]
via infrared spectroscopy. However, this assignment was later
discarded by DFT calculations, which showed that the vibra-
tional frequencies in the (OTe-VCd) complex are significantly
lower than the two modes observed experimentally [25,77].
Our results indicate that this complex has a high formation
energy, higher than (OTe), (OTe-TeCd), and (Oi) in both Te-rich

and Cd-rich conditions. Therefore, it is unlikely to form at a
substantial concentration.

IV. SUMMARY

We investigated the formation energies, charge transition
levels, and quasiparticle defect states of several oxygen-related
impurities in CdTe within the DFT + GW formalism. Our
calculations indicate that (OTe) and (Oi) are electrically neutral
defects with low formation energies. Isovalent oxygen adds an
impurity state at the bottom of the conduction band, whereas
substitutional (OCd) undergoes a Jahn–Teller distortion and is
only stable in the neutral charge state.

In addition, we found a low-energy diffusion barrier for
oxygen atoms of only 0.14 eV between two structurally distinct
interstitial sites, one of them not previously reported. This
low diffusion barrier suggests that oxygen can easily reach
native defects to form complexes. One of these, the (OTe-TeCd)
complex, is energetically favored over both (OTe) and (Oi)
in the Te-rich condition. Furthermore, we find that (OTe-TeCd)
passivates the harmful deep energy levels derived from Te anti-
sites, suggesting an explanation for the observed improvement
in the efficiency of CdTe/CdS solar cells exposed to oxygen.
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